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Interpreting glottal flow dynamics for detecting COVID-19 from voice

COVID-19

• COVID-19 has resulted in more than 100 

million infections, and more than 2 million 

casualties spanning across 200 countries.

• For treatment, it's critical to identify people 

who need care in a timely fashion with 

subsequent isolation steps.

• This necessitates a scalable method 

accessible to millions of people and provide 

results within reasonable time range for 

effective treatment and isolation.

* This work was done at Carnegie Mellon University
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• Recent studies have shown vocal fold 

motion is adversely affected in symptomatic 

patients

• However, these studies can identify broad-

level anomalies by visual comparisons 

between oscillation patters of healthy and 

symptomatic COVID-19 positive people.

In this work:

• We focus on developing a non-invasive 

scalable way to detect and analyze vocal 

fold motion during voice production and 

utilize it for downstream tasks like COVID-

19 detection

Laryngoscopic view of the vocal folds

• Voiced sounds are produced through the 

process of phonation, where the movement 

of vocal folds are self-sustained through the 

interaction of physical and aerodynamic 

forces across the glottis

• The actual movements are governed by 

various biomechanical properties of the 

vocal fold such as elasticity, resistance, 

Young’s modulus, viscosity etc. We use 

asymmetric body cover model for emulating 

the motion of vocal fold

• Assumption: The 1-mass asymmetric body 

mass physical model emulated by Van der 

poll oscillator can explain the vocal fold 

motions of an individual

• Practically: The 1d asymmetric body mass 

model can best model healthy persons with 

certain degree of asymmetry in vocal fold 

motion

• Approach: Capture the vocal fold 

oscillation impairment as discrepancy 

surfacing in the form of differences between 

glottal flow waveform obtained from inverse 

filtering and glottal flow waveform estimated 

from 1d asymmetrical body mass model

• Without any feature extractor, ROC of 

0.7925 is obtained, indicating the ADLES 

estimations themselves carry significant 

amounts of information with little task 

specific tuning.

• The best performing model is 2-layer CNN 

and variant of two-step attention pooling 

with highest performance of 0.8520

• A key point to note here is, the CNNs are 

shallow and simple and the main here is to 

show the effectiveness of method in 

detecting upper respiratory tract illness.

We used extended recordings of vowels /a/, /u/, /i/ collected 

under expert clinical supervision

The dataset contains 19 individuals:

•10 females - 5 diagnosed with COVID-19

• 9 males     - 4 diagnosed with COVID-19

Each utterance is segmented using a window of 50ms with 

a shift of 25ms, resulting in a total of 3835 frames

Visualization of two-step attention pooling

Two step attention pooling enables:

• Interpretable results

• Expert human intervention

• Way to discard erroneous results

Multiple Instance Learning (MIL)

Two step attention pooling

• In order to provide interpretability in classifier decisions 

and scalability we use Multiple Instance Learning (MIL)

• Specifically, we use a variant of two step attention as the 

pooling function in MIL


